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Abstract
Most groundwater models simulate stream-aquifer interactions with a head-dependent flux boundary condition based on

a river conductance (CRIV). CRIV is usually calibrated with other parameters by history matching. However, the inverse problem
of groundwater models is often ill-posed and individual model parameters are likely to be poorly constrained. Ill-posedness can
be addressed by Tikhonov regularization with prior knowledge on parameter values. The difficulty with a lumped parameter like
CRIV, which cannot be measured in the field, is to find suitable initial and regularization values. Several formulations have been
proposed for the estimation of CRIV from physical parameters. However, these methods are either too simple to provide a reliable
estimate of CRIV, or too complex to be easily implemented by groundwater modelers. This paper addresses the issue with a flexible
and operational tool based on a 2D numerical model in a local vertical cross section, where the river conductance is computed
from selected geometric and hydrodynamic parameters. Contrary to other approaches, the grid size of the regional model and
the anisotropy of the aquifer hydraulic conductivity are also taken into account. A global sensitivity analysis indicates the strong
sensitivity of CRIV to these parameters. This enhancement for the prior estimation of CRIV is a step forward for the calibration and
uncertainty analysis of surface-subsurface models. It is especially useful for modeling objectives that require CRIV to be well known
such as conjunctive surface water-groundwater use.

Introduction
Numerical models are increasingly used to explore

stream-aquifer interactions in a scope of water resources
protection and management (Kalbus et al. 2006; Fleck-
enstein et al. 2010; Flipo et al. 2014). Owing to the
continuity between these two entities, the development
or the contamination of one is likely to affect the other
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(Sophocleous 2002). In such contexts, stream-aquifer
flow needs to be carefully quantified.

In groundwater models, stream-aquifer flow can
be considered with three kinds of boundary conditions:
prescribed head (Dirichlet-type), head-dependent flux
(Cauchy-type), and specified flux (Neumann-type). The
last kind of boundary condition is rarely used to simulate
streams. When a prescribed head is employed, the
hydraulic head in the stream is imposed at the aquifer
cells crossed by the stream. This kind of boundary
condition is most often limited to the study of hyporheic
flow at the local scale (Cardenas and Wilson 2007; Tonina
and Buffington 2007; Cardenas 2009; Boano et al. 2011;
Zlotnik et al. 2015) or in the case of coupled surface-
subsurface models (Discacciati et al. 2002; Furman 2008;
Sulis et al. 2010). However, the use of prescribed head
boundary conditions for simulating streams is rare at the
regional scale (Peyrard et al. 2008).

Stream to aquifer flow is usually parameterized with
a river conductance (CRIV) using a head-dependent flux
(Cauchy-type) boundary condition (e.g., Furman 2008;
Ebel et al. 2009; Goderniaux et al. 2009; Flipo et al.
2014) such as implemented in the MODFLOW river
package (McDonald and Harbaugh 1988; Furman 2008).
The stream-aquifer exchange flow is calculated as the

408 Vol. 55, No. 3–Groundwater–May-June 2017 (pages 408–418) NGWA.org



product of CRIV by the head difference between the
stream and the cell where the Cauchy-type boundary
condition is applied:

QS = CRIV × (Hs − Hc) (1)

where QS [L3/T] is the stream-aquifer flow, H s [L] is the
stream water level, H c [L] is the hydraulic head at the
center of the cell where the Cauchy-type boundary con-
dition is applied. CRIV accounts for numerous processes
and properties; it is a lumped parameter that cannot be
measured on the field (McDonald and Harbaugh 1988;
Rushton 2007; Ebel et al. 2009). As a consequence,
the value of CRIV is commonly calibrated by history
matching together with the other unknown hydraulic
parameters (Engeler et al. 2011; Pryet et al. 2015).

Surface-subsurface models are affected by the
quasi-systematic ill-posed nature of hydrogeological
inverse problems, which is now wildly known (Carrera
et al. 2005; Zhou et al. 2014). Ill-posedness may lead to
non-uniqueness, non-existence, and non-steadiness of the
inverse model solution (Zhou et al. 2014). An infinite
number of parameter sets can equally well calibrate the
model. In order to deal with the issue, several options
have been proposed. Among them, Tikhonov regulariza-
tion with prior information about model parameters has
proven its efficiency (Tihonov 1963; Hunt et al. 2007).
Calibration with Tikhonov regularization considers soft
knowledge on model parameters in the calibration, so
as obtain a well-posed problem (Doherty and Skahill
2006; Aster et al. 2005). In order to perform a calibration
with Tikhonov regularization, there is a need for soft
knowledge about model parameters. In general, soft
knowledge comes from field measurements, literature or
expert knowledge. For example, aquifer hydrodynamic
properties, such as transmissivity and porosity, can be
characterized from aquifer and permeability tests in the
field or at the laboratory. However, as CRIV is a lumped
parameter that encompasses many processes controlling
stream-aquifer flow, it is challenging to estimate suitable
initial and regularization values.

When Prickett and Lonnquist (1971) introduced the
concept of river conductance, they considered a simplified
conceptual model where stream-aquifer flow is controlled
by the thickness and vertical hydraulic conductivity
of streambed deposits. This widely used approach is
described in the MODFLOW river package (McDonald
and Harbaugh 1988) and reads as follows:

CRIV = Kr × L × W

M
(2)

where W [L] is the stream width, L [L] is the length of the
river reach within the grid cell, M [L] is the streambed
thickness, and K r [L/T] is the hydraulic conductivity
of the streambed. More parameterized methods have
since been implemented in MODFLOW, as SFR1 and
SFR2 (Prudic et al. 2004; Niswonger et al. 2005). These
methods extend the original expression (McDonald and

Harbaugh 1988), so as to include additional parameters
such as the hydraulic gradient along the stream, and
complex river cross sections.

These formulations based on the Prickett and
Lonnquist (1971) model and used in the MODFLOW
family of codes assume that all head losses occur in
the streambed. Aquifer hydrodynamic properties and
grid size are not taken into account. In fact, the value
of CRIV depends on numerous additional parameters
such as aquifer hydraulic conductivity and should also
account for the effect of additional head losses due to
converging/diverging flow that cannot be considered in
a 2D horizontal model (Rushton 2007; Morel-Seytoux
2009). Moreover, the value of CRIV has been recently
shown to differ by as much as 122% depending on the
resolution of the model grid (Mehl and Hill 2010).

Several alternatives for the estimation of the CRIV
have been proposed, either based on analytical or
numerical methods (Anderson 2003a, 2003b, 2005;
Rushton 2007; Morel-Seytoux 2009; Mehl and Hill 2010;
Morel-Seytoux et al. 2014).

In line with Anderson (2003a, 2003b), Morel-
Seytoux (2009) proposes a formulation which takes
into consideration flow convergence/divergence at the
vicinity of the stream with the complex potential theory.
This method is extended to more complex partially
penetrating stream geometries in Morel-Seytoux et al.
(2014). However, the presence of streambed deposits and
the dependence of CRIV on grid size are not taken into
account. Although its importance has been highlighted
by Nield et al. (1994), the importance of the anisotropy
of aquifer hydraulic conductivity is not considered.

As an alternative, Rushton (2007) proposes to
estimate CRIV with a 2D vertical numerical model.
The 2D fine-grid model represents one single cell of
the regional model centered over the stream. The river
conductance is then inferred from the regression between
stream-aquifer flow, on one hand, and the head difference
between the aquifer cell and the stream on the other. This
work points out the predominant influence of aquifer
horizontal hydraulic conductivity compared with vertical
streambed hydraulic conductivity for certain configu-
rations. Rushton (2007) explains that for a relatively
thin streambed (0.2 m) with a hydraulic conductivity
of 0.05 m/d, less than a third of head losses occur in
the streambed, the rest is due to convergent/divergent
fluxes in the aquifer at the stream vicinity. However,
this method does not account for anisotropy and
grid size.

This work first details an extension of the numerical
approach developed by Rushton (2007) for the estimation
of CRIV. Numerous parameters often neglected so far
are considered. The use of the method is illustrated
with a synthetic application, where the value of CRIV
is estimated and provided with a confidence interval.
A parametric study is then conducted to describe the
respective effects and sensitivities of CRIV to controlling
parameters. The advantages and limitations of the
methodology are then discussed.
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Figure 1. The local 2D vertical finite element model transverse to the river (forefront, A) is used for the estimation of the
CRIV controlling the Cauchy boundary condition in the regional 2D horizontal finite difference model (background, B).

The Approach
The approach proposed in this work consists in

computing the CRIV used in a 2D horizontal large-scale
finite difference model from a 2D vertical local scale
model transverse to the stream (Figure 1). Although
a longitudinal component may sometimes be observed
(Woessner 2000), aquifer flow is assumed to be strictly
perpendicular to the stream. In addition, boundary
conditions are imposed so that the stream and the aquifer
remain hydraulically connected. Transient flow and
disconnection are beyond the scope of this study, more
information on the subject can be found in Brunner et al.
(2009a, 2009b), Brunner et al. (2010), Rivière et al.
(2014). The vertical model is run several times, with the
same geometry using different head differences between
the stream and the aquifer. After these executions of the
vertical model, CRIV is obtained by linear regression
between the stream-aquifer flow and the head difference
between the stream and the aquifer cell where the Cauchy
boundary condition is applied (Figure 2).

The 2D Vertical Fine-Grid Model
The 2D vertical local scale cross section model covers

the extent of three cells of the horizontal model in a
direction transverse to the stream (Figure 1). A fixed head
boundary condition, H S, is imposed to the nodes located
at the stream-aquifer boundary. The presented method
considers symmetric head conditions. A fixed head, H B,
is applied at both sides of the model lateral boundaries
(Figure 1).

Other boundaries of the local model are impermeable.
The flow equation is solved with the variable saturation,
finite element code SUTRA (Voss 1984). This model was
chosen because it can simulate an unconfined aquifer
in a vertical plan. Furthermore, it is compatible with
unstructured grids, which provide flexible refinement

Hc - Hs [m]

Q
s 

[m
2  

s-1
]

CRIV = - slope 

Figure 2. The value of CRIV can be inferred by linear
regression of stream aquifer flow per unit river length, Q s
[L2/T] against the difference in hydraulic head between the
aquifer cell (H c) and the stream (H s). Q s is an output of the
vertical model. The effect of grid size is taken into account
through H c, computed with Equation 6.

possibilities and a good representation of stream bottom
geometry. The model grid is composed of quadrilateral
elements generated with Gmsh depending on selected
model geometry (Geuzaine and Remacle 2009).

Vertical Model Extent and Horizontal Grid Size Cell
In this study, we consider that CRIV accounts for

all head losses due to converging/diverging flows in the
vicinity of the stream. As a consequence, the grid cell
of the horizontal model where a Cauchy-type boundary
condition is applied should be large enough to include
all the converging/diverging flows associated with the
stream. For these reasons, the distance away from the
stream where groundwater flow is horizontal, X far, must
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be estimated. In other words, X far corresponds to the
distance from the stream where the Dupuit-Forchheimer
approximation is valid. A “characteristic leakage length”
λ [L] can be used to approximate X far, as 95% of
converging/diverging flows are included in 3λ from
surface water shore (Haitjema et al. 2001; Hunt et al.
2003; Haitjema 2006). Here, X far can be easily inferred
from the vertical model in the configuration where X far

is the largest, i.e., with the maximum head gradient
between the stream and the aquifer. We will assume that
X far is reached when the ratio between the vertical and
the horizontal components of groundwater flow is less
than 5%. Assuming the stream to be located at the center
of the cell in the horizontal model where a Cauchy-type
boundary condition is applied, this cell should be at least
as large as 2 X far. The computation of X far is a preliminary
step to the calculation of CRIV, as it constrains the
grid resolution of river cells in the large-scale horizontal
model.

The Determination of the River Conductance
Stream-aquifer flow is computed with the vertical

model for a set of values of head-gradient between the
stream and the aquifer. To this effect, different values
of H B are imposed at the lateral boundaries of the
local model while the stream level, H S, remains fixed
(Figure 1). Interactions between the different parts of the
model are managed with a Python script: (1) the user
defines the input variables listed in Table 1, consisting
of hydrodynamic properties and geometric settings
(Figure 3); (2) Gmsh software is run to build the grid
with the user-defined geometry; (3) SUTRA input files
are generated from grid coordinates and hydrodynamic
parameters (e.g., Table 1); (4) the following steps (4a) and
(4b) are repeated for different values of stream-aquifer
head difference: (a) SUTRA is run (b) SUTRA output files
are post-processed so as to extract stream-aquifer flow;
eventually, (5) the unit length river conductance coeffi-
cient (CRIVu) is inferred by linear regression between

Table 1
Geometric and Hydrodynamics Parameters Used

in the Illustrative Case

Parameter Value Unit GSA range

Aquifer thickness (ct) 30 [m] —
Horizontal model cell width

(cw )
100 [m] [15, 200]

River width (w ) 10 [m] [5, 10]
River depth (d ) 1 [m] [1, 5]
Bank angle (a) 90 [◦] [90, 100]
Riverbed thickness (m) 0 [m] [1, 10]
Aquifer horizontal hydraulic

conductivity (K h)
10−3 [m s−1] [1e−5, 1e−1]

Riverbed vertical hydraulic
conductivity (K vb)

— [m s−1] [1e−5, 1e−1]

Anisotropy (anis) 0.1 [−] [1e−3, 1]

Notes: The second column provides the most probable value for each parameter; the
fourth is the chosen range to perform the probabilistic sampling for the Global Sensitivity
Analysis.

pre- & post-processor
         Python script

User input/output

Gmsh

SUTRA

1

2

3

45

6

fo each
ΔH
in [-5, 5]

Figure 3. Schematic representation of the Python script used
for the computation of the river conductance with the
vertical model. The program Gmsh builds the mesh and the
numerical code SUTRA solves the Richard’s equation.

the computed stream-aquifer flow and the head difference
between the stream and the aquifer (H C − H S) (Figure 2).
Given the linearity between the stream-aquifer flow and
the head difference between the stream and the connected
aquifer (Figure 2), the linear regression of step (5) may
be reduced to a simple ratio considering only two distinct
head differences. However, considering multiple head
differences (approximately 10) is a quality check, which
makes the method more robust to potential model failures.

The obtained CRIVu [L/T] accounts for stream-
aquifer flow per unit river length. CRIVu should therefore
be multiplied by the length of the stream reach within
the grid cell (L) to obtain CRIV [L2/T] as used in
MODFLOW.

Grid-Size Dependence of Cauchy Boundary Conditions
One of the difficulties of this approach is to obtain the

value of H c in the vertical model, which corresponds to
the head at the center of the middle cell in the horizontal
model (Figure 4). Because of divergent/convergent fluxes,
H c cannot be obtained from the vertical model at its
corresponding location. In contrast, finite-element mesh
nodes at the centers of adjacent cells (L and R, Figure 4)
are located far enough from the stream for vertical flow to
be negligible so that H L and H R can be directly inferred
from the vertical model. To address the issue, a relation
between H L, H R, and H C can be established from the
diffusivity equation in finite difference expressed in steady
conditions for the central cell of the horizontal model
(Figure 4). The flow from the left and right cells to the
middle cell is deduced from Darcy’s law:

QL = TL-C × (HL − HC) × 1

cw
× L (3)

QR = TR-C × (HR − HC) × 1

cw
× L (4)

where Q (L/R) [L2/T] is the flow between right/left cells and
center cell, H (L/R) [L] is the hydraulic head at the centroid
of the right/left cell, H C [L] is the hydraulic head at the
centroid of center cell; cw [L] is the width of the cells.
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Figure 4. Idealized cross section of an aquifer in interaction with a stream over three cells of the horizontal regional model,
which corresponds to the extent of the vertical model. H L, H C, and H R are the hydraulic heads at the center of the left,
middle, and right cell of the horizontal model, respectively. See Table 1 for further parameter definitions.

T (L/R) - C [L2/T] is the equivalent transmissivity between
the right/left cell and the middle cell.

Assuming that the component of groundwater flow
longitudinal to the stream is negligible, the equation of
mass conservation in steady state expressed for the middle
cell reads as follows:

QL + QR + QS = 0 (5)

where QS is the flow from the stream to the middle cell.
Combining Equations 3, 4, and 5 we obtain:

HC = 1

2

(
QS × cw

T × L
+ HL − HR

)
(6)

where the values of Q s, H L and H R are provided by
the vertical model, and T is the aquifer transmissivity,
assumed to be homogeneous and independent of hydraulic
head over the three cells of interest (T L-C = T R-C). H L and
H R are taken at a single node in the centroid of L and
R cells of the vertical model. Using this latter expression
of H c for the regression of QS against (H C − H S), we
consider the dependence of the horizontal grid-size, cw ,
for the calculation of the river conductance.

Applications of the Methodology
As to illustrate the interest of the approach, we

consider a 2D horizontal large-scale groundwater model
where the simulated aquifer interacts with a stream. The
characteristics of the aquifer and the stream are chosen
to correspond to a classical context (Table 1). The value
of CRIV used in the large-scale horizontal model will
be eventually adjusted by calibration together with other
model parameters, but this is out of the scope of this study.
However, when the accurate quantification of stream-
aquifer flow is essential, initial and regularization values
should be carefully chosen for the calibration of CRIV.
In addition, the probabilistic distribution of CRIV prior to

calibration is also useful for post-calibration uncertainty
analysis.

Estimation of the River Conductance from Expected
Parameter Values

The most probable parameter values for this synthetic
case (Table 1) are set in the Python script, which generates
the finite-element grid and runs the model for various head
differences between the stream and the aquifer. X far is
first calculated with the tool so as to take into account
the grid size. With an X far of about 50 m, the river cell
size in the horizontal model should be set to 100 m. With
these parameter values for this synthetic case, CRIVu is
estimated at 6.69 × 10−5 m/s with a computation time
shorter than a minute. Multiplied by the length of the
reach within the grid cell of the model (100 m), the value
of CRIV is 6.69 × 10−3 m2/s. This value can be used as
initial and regularization values for the calibration of the
horizontal model (see e.g., Hunt et al. 2007).

Prior Probabilistic Distribution of the River Conductance
The probabilistic CRIV distribution can also be

obtained with the presented tool by random sampling from
the prior statistical distributions of input parameters. We
assumed a normal distribution for geometric parameters
and log-normal distribution for hydrodynamic parameters
(Table 1, Figure 5). CRIV is then computed for each
of the parameter sets. The resulting CRIV distribution
(Figure 5) is an essential element to perform parameter
and predictive uncertainty analysis (see e.g., Gallagher
and Doherty 2007).

Sensitivity of the River Conductance
to Hydrodynamic and Geometric Parameters

The effect of the parameters considered in this study
over CRIV is first illustrated with parameter variations,
taken one by one, from the reference configuration of
the stream described in Table 1. This parametric analysis
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Figure 5. The probabilistic distribution of CRIV (bottom right) is obtained with the presented tool from the distributions of
input parameters.

is useful to describe how each parameter may impact
CRIV in a regular stream-aquifer configuration. A global
sensitivity analysis is thereafter performed to rank the
sensitivities of CRIV to its parameters over a wide range
of realistic parameter values.

Parametric Analysis
CRIV values have been calculated for a range of

likely values of aquifer hydraulic conductivity (K h) and
anisotropy (anis), horizontal grid size (cw ), and streambed
vertical hydraulic conductivity (K vb) (Figure 6). When
they are fixed, parameters are kept to the reference values
from the synthetic case study (Table 1).

Several studies solely base the estimation of CRIV
on K h (Rushton 2007; Pryet et al. 2015). This approach
is validated here, because K h is one of the most important
controlling factors of the stream aquifer exchanges for
this case (Figure 6A). A modification by one order of
magnitude of K h produces a modification by one order of
magnitude of CRIV.

The influence of anis (Figure 6B) (which stands for
K v/K h where K v is the vertical hydraulic conductivity
of the aquifer [L/T]) is explained by the occurrence
of vertical flow in the vicinity of the stream. A
high value of anisotropy impedes the occurrence of
converging/diverging flow and reduces stream-aquifer
flow. An increase by one order of magnitude of anis
(from 1 and 0.1) leads to an increase of CRIV by a factor
approaching 30. Modelers often choose a rather arbitrary
value of 0.1 for anis (Doppler et al. 2007; Derx et al.
2010; Engeler et al. 2011) following Chen (2000). Our
results highlight that an inappropriate value of anisotropy
may imply a large error on stream-aquifer flow estimates.

The influence of the grid size of the horizontal model,
cw , is also important (Figure 6C). CRIV decreases by a
factor of 25 when the grids cell size increases from 10 to
110 m.

The influence of K vb is highly nonlinear (Figure 6D).
As long as K vb is greater than K h, K vb has no influence
on CRIV. In contrast, when K vb is lower than K h, CRIV
decreases with K vb. We recall that in this study, CRIV
is calculated for values of the K vb/K h ratio that remain
characteristic of a connection between the stream and the
aquifer (Brunner et al. 2009a, 2009b).

In the range of likely values for hydrogeological
model parameters, the most important controlling factors
of CRIV, in this case, are, in decreasing order of
importance (Figure 5): K h, which can change CRIV by six
orders of magnitude (1) K vb by four orders of magnitude,
(2) cw by three orders of magnitude, (3) anis by two
orders of magnitude. However a variation by one order of
magnitude in anis or cw has more impact on CRIV than
K h and K vb.

This parametric analysis is relevant to graphically
illustrate how each parameter affects CRIV. However,
this method is very dependent on the choice of reference
parameter values and does not quantify the effect of joint
parameter variations. Those issues can be addressed with
a global sensitivity analysis.

Global Sensitivity Analysis of CRIV
The importance of the parameters used to compute

CRIV is discussed here through a global sensitivity
analysis (GSA). Compared with the sensitivity analysis
based on the local derivative (see e.g., Hill and Tiedeman
2006), the GSA can be applied to nonlinear models,
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Figure 6. Dependence of CRIVu per unit river length to model parameters values. (a) Streambed hydraulic conductivity
(K vb). (b) Aquifer anisotropy (anis). (c) Horizontal grid size (cw ). (d) Aquifer hydraulic conductivity (K h). Cross marks
indicate reference parameter values (Table 1).

and provides more robust information on the effect of
respective parameters to a model output, here CRIV.
Over the large variety of GSA methods, the variance-
based sensitivity indicator (Sobol) is largely used (Sobol
et al. 2001; Saltelli et al. 2004; Welter et al. 2015). Sobol
method is based on the analysis of model output values
obtained from a large range of parameters sets sampled
from probabilistic distributions (Saltelli et al. 2004). This
is applicable to nonlinear models. The sensitivity of each
parameter is described by the first order sensitivity index,
which is the contribution of a single model parameter to
the model output variance (Sobol et al. 2001):

Si = Vi

Vtot
(7)

where Vi is the variance of CRIV attributed to the i -th
parameter and V tot is the variance of model output CRIV.

Parameter lower and upper bounds are provided in
Table 1. About 15,000 CRIV values have been computed
with a uniform distribution of parameter sets obtained with

the Saltelli sampler (Saltelli et al. 2004) from the SALib
(2015) Python script.

The influence of hydrodynamic parameters prevails
over geometric parameters (Figure 7). Results highlight
the strong influence of hydrodynamics parameters K vb,
K h, and anis . Taken together they account for 30% of the
total CRIV variance, as they respectively explain 14%,
10%, and 6% of the CRIV variance. Geometric parameters
such as stream depth and bank angle have a small effect.
Taken together, they account for approximately 2% of the
CRIV variance. However the grid cell size (cw ) has more
influence on CRIV with 4.5% of the CRIV variance as
well as the riverbed thickness (m) with 7% of the CRIV
variance. In total, 43.5% of the total CRIV variance is
explained by parameters taken alone, the remaining 56.5%
is explained by the interactions between parameters.

Results of the GSA confirm the observations made
with the parametric analysis. K h, K vb, and anis are the
major controlling factors; cw and m are strong controlling
factors. While K h and K vb are generally taken into
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account for the estimation of CRIV, the importance of
anis and cw is often disregarded. Our results highlight
that neglecting the importance of these parameters may
induce an error by multiple orders of magnitude on the
value of CRIV.

Discussion
The proposed method aims at constraining the value

of CRIV from a local vertical model given hydrodynamic
and geometric parameters. These parameters correspond
to physical properties potentially measurable in the
field or at the laboratory. Geometric parameters such
as stream width, depth and bank angle, aquifer, and
streambed thicknesses can be easily obtained from direct
measurements, geological logs, or geophysical methods
(Cardenas and Markowski 2010). The spatial variability
of these parameters can also be investigated based on local
hydrogeophysical measurements (Mouhri et al. 2013).
Hydrodynamic properties of the aquifer and the streambed
can be characterized from pumping and permeability
tests in the field or at the laboratory (Chen 2000). The
measurement of hydraulic heads at different depths near
a stream can provide estimates of the anisotropy of
hydraulic conductivity (Kalbus et al. 2006). However,
it should be acknowledged that obtaining reliable and
representative estimates for each of the hydrodynamics
parameters is challenging.

As demonstrated by numerous authors (Gaffield et al.
1998; Levy et al. 2011; Gianni et al. 2016), the use of
a temporally and spatially constant value for CRIV is
questionable and can be affected by biological clogging
in the riverbed (Newcomer et al. 2016). However, it is
so far considered as constant in regional models. For
the spatial aspect, the user can split the stream network
in interaction with the simulated aquifer into a limited
number of reaches sharing common features (aquifer
properties, stream geometry, . . . ) and estimate a value
of CRIV for each of the respective reaches.

The accuracy of CRIV estimates obtained with the
proposed method depends on the uncertainty of the
parameters of the local scale vertical model, as shown by
the probabilistic CRIV distribution (Figure 5). A calibra-
tion step is generally needed where the value of CRIV
estimated with the presented approach is used as initial
and regularization values. Calibration by history matching
is usually conducted against observations of stream flow
and groundwater level fluctuations (Engeler et al. 2011;
Pryet et al. 2015). However, obtaining an initial value
from prior information can be critical. Pryet et al. (2015)
based their initial estimates on the relation between
CRIV and horizontal hydraulic conductivity developed
by Rushton (2007). Our method improves this approach
by including in the prior estimate of CRIV numerous
parameters often neglected. Obtaining objective initial
and regularization values of CRIV from the approach
presented in this paper is a significant improvement
to the uniformed and evaluated calibration of CRIV.
Moreover, our method takes into consideration the effect
of grid-size, providing an upscaling procedure for the
estimation of CRIV from the local scale to the watershed
scale (∼10 to ∼1000 km2) (Mehl and Hill 2010; Flipo
et al. 2014). Given these elements, the method described
in this study is likely to improve simulation of stream-
aquifer interactions, especially at the scale of watersheds
(Flipo et al. 2012).

The method presented in this study has been devel-
oped with the assumption of symmetric settings with
a straight stream located at the center of a horizontal
model cell. The precision of CRIV estimated with this
approach may therefore become questionable when the
configuration of interest strongly deviates from this
simplified model, such as very winding stream with
important meanders within a single horizontal model
cell. Such configurations may require a 3D local model
for the estimate of CRIV. However, the gain of precision
with such a more complex approach is likely to be small
with respect to the irreducible uncertainty attributed to
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the estimates of controlling parameters, in particular
aquifer and riverbed hydraulic properties. The value of
CRIV obtained with the presented approach should be
considered as a first, but objective estimate that can
subsequently be adjusted by calibration.

The Software
As to simplify the tedious task of considering multiple

configurations, a flexible Python script has been developed
and is provided as supplementary materials to this article.
It can be used to estimate a value of CRIV from a single
parameter set, or to obtain the probabilistic distribution
of CRIV given the probabilistic distributions of input
parameters. The code is available here: https://github.com/
rivtools/criv.

Conclusion
A method has been described to compute the value

of CRIV with a vertical fine-grid cross-sectional model
transverse to the stream. This model is applicable to a
wide range of stream characteristics, aquifer properties,
and grid resolutions. The value of CRIV can now be
estimated from physical parameters that can be measured
in the field. Parameters, neglected so far are now taken
into account: (1) the anisotropy of aquifer hydraulic
conductivity, and (2) the size of river cells in the
regional model grid. The global sensitivity analysis
highlighted the importance of these parameters and
justifies their consideration. The estimate of CRIV from
prior information can constitute initial and regularization
values for the calibration of a surface-subsurface model.
This is crucial when the inverse problem is ill-posed,
which is often the case. The approach also provides the
probabilistic distribution of CRIV given input parameter
probabilistic distributions, which is essential for post-
calibration uncertainty analysis.
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Appendix
Stream to aquifer flow obtained from the 2D

cross-sectional numerical model are validated with two
analytical solutions describing stream to aquifer flow with
simplified geometries. Similar stream-aquifer designs

have been chosen for each validation cases. Firstly an
analytical formulation given by Morel-Seytoux (2009)
from complex potential theory approach is used. In this
case, the stream is represented by a point source without
the effect of a streambed deposit and the stream-aquifer
flow is given by:

QS = 2 × KL

⎧⎨
⎩

1(
0.5 ×eB

Brect

)
+

(
Brect+�x

e

)
⎫⎬
⎭

× (
Hs − Hr/l

)
(A1)

where L [L] is the length of the stream reach, K [L/T]
is the aquifer hydraulic conductivity assumed to be
isotropic, eB [L] is the aquifer depth below the bottom
of the reach cross section, B rect [L] is the width of the
stream, and ē [L] is the average aquifer thickness. �x
[L] is the distance from the riverbank to the centroids of
adjacent cell H r/l [L].

Another approach, proposed by Herbert (1970),
considers a small circular stream channel in comparison
to the saturated thickness of the aquifer eB. The flow from
the aquifer to the stream is assumed to be radial. Then,
adapting the Thiem equation:

QS = πLK
Hs − Hc

ln
(

0.5×eB
rs

) (A2)

where r s [L] is the effective stream radius. When the
stream channel has a trapezoidal cross section, an effective
stream radius must be used. For a channel width of 10 m
and a water depth of 1.0 m, the effective radius of the
stream is 5.0 m (Rushton 2007).

The values of QS [L3/T] obtained with these two
analytical solutions are compared to the output of the
local numerical model with parameters presented in Table
2. Stream-aquifer flow obtained from the three methods is
nearly identical and validates the vertical numerical model
used in the present approach

Table A1
Parameters of Analytical Solutions Used for the

Validation of the Local Numerical Model

Parameters
Morel-Seytoux

(2009)
Herbert
(1970)

Presented
method

eB [m] 28 28 28
B rect [m] 5 — 5
X far [m] 95 — —
e [m] 30.5 — 30.5
H S − H c [m] — 0.56 0.56
�H [m] 5 — —
r s [m] — 5 —
K [m/s] 10−3 10−3 10−3

Q [m2/s] 1.65E−03 1.71E−03 1.75E−03
Difference 6.4% 2.4% —
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